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The performance of the six second order linear response methods RPA(D), SOPPA, SOPPA(CCSD), CIS(D),
CC2, and CCSD, which include either noniterative or iterative doubles contributions, has been studied in
calculations of vertical excitation energies. The benchmark set consisted of 39 valence and 76 Rydberg states
of benzene and five polycyclic aromatic hydrocarbons. As reference values we have used the results of the
corresponding calculations with the third order method CCSDR(3), which includes noniterative triples
contributions. In addition we have also carried out equivalent calculations at the level of the random phase
approximation as well as with the configuration interaction singles and multireference configuration interaction
singles and doubles methods.

Introduction

Vertical electronic excitation energies can elegantly and
conveniently be calculated with linear response or polarization
propagator and equation of motion methods.1-4 Several cor-
related response theory methods have been developed over the
last 30 years based on multiconfigurational self-consistent field
(MCSCF),5,6 Møller-Plesset perturbation theory (MP),7-17 and
coupled cluster (CC) wave functions14-46

Among the most accurate methods are the CC based
methods45,47-49 including iterative triple or higher excitations
such as, e.g., EOM-CCSDT31,41,50 or CC3,27,28,31 which is an
approximation to the latter, or several methods which include
noniterative triples corrections,51-66 e.g., CCSDR(3).55,56 Meth-
ods including triple excitations are, however, very expensive,
as they scale formally as N7 with the number of orbitals N. They
are certainly not suitable yet for routine applications on medium
size organic molecules.

Second order linear response methods, where the single
electron excitation contribution is evaluated through second
order in the fluctuation potential and the two-electron contribu-
tions are evaluated to lower order, are on the other hand
applicable to much larger molecules. Several such approaches
have been presented, which differ mainly in how the contribu-
tions of the two-electron excitations are treated. Although we
are not dealing here with excitations which are dominated by
two-electron excitations, the indirect contributions of these terms
to the one-electron excitations are important and determine
partially the performance of the second order methods. Some
approaches are based on coupled cluster theory, such as
CCSD,18,21-24,30 where the double replacement dominated
excitations are correct through first order and which scales as
N6, or an approximation to it called CC2,26,29 where the double
replacement dominated excitations are only correct through
zeroth order and which scales as N5. With the implementation

of analytical gradients and the fast resolution of the identity
approximation,67-70 CC2 has become an important tool in the
study of photochemical reactions.

Alternatively methods based on MP directly have been
presented such as the second order polarization propagator
approximation (SOPPA),7,8,10,12,13 where the double replacement
dominated excitations are again only correct through zeroth
order and thus scales also as N5 or SOPPA(CCSD)14-16 which
still has the same order of the excitations but employs coupled
cluster singles and doubles amplitudes instead of the MP
correlation coefficients. In the propagator calculation SOPPA-
(CCSD) scales thus as N5, but the generation of the CCSD
amplitudes scales still as N6. For linear response properties such
as frequency dependent polarizabilities,16,17,71,72 oscillator strength
sum rules,73-75 rotational g-factors,76-79 and in particular indirect
nuclear spin-spin coupling constants,80-83 this leads to a
significant improvement over SOPPA, whereas for shieldings84

a similar effect is not always observed. Excitation energies, on
the other hand, have not been studied yet with SOPPA(CCSD).

More approximate and computationally less demanding are
methods which contain noniterative doubles corrections such
as CIS(D)70,85 or RPA(D)9,11 which can be derived as ap-
proximations to CC2 or SOPPA by applying perturbation theory
to the response theory eigenvalue problem of CC2 and SOPPA
using CCS or RPA as the zeroth order solutions. This is the
same approach as it is employed in the derivation of CCSDR(3)
from CC3.

Based on a completely different idea are traditional config-
uration interaction methods (CI), where excitation energies are
obtained as the difference between two explicitly calculated
states, i.e., eigenvalues of the CI matrix. The simplest approach
beyond taking orbital energy differences as qualitative ap-
proximation for excitation energies is CIS.86 Going beyond this
by inclusion of doubles leads to CISD, which however is
notouriously unbalanced in the calculation of excitation energies
as long as it is based on a single Hartree-Fock reference.
Improvements require a multireference approach like MR-
CISD,87-89 which, however, becomes quickly too large as long
as the whole space of virtual orbitals is included. The way out
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of this dilemma is to employ improved virtual orbitals90-92 and
afterward to truncate the virtual space.

CC-based as well as MP-based second order linear response
methods have been employed in calculation of excitation energies
for small benchmark molecules9,16,26,31,33,35,41-43,54-56,70,93-102 as well
on larger organic molecules.8,10,11,102-104,104,105,105-112 Furthermore
Thiel and co-workers113-115 have recently investigated the perfor-
mance of the CC-based methods, CC2, CCSD, CCSDR(3), and
CC3, in comparison with each other as well as with CASPT2 and
three DFT approaches for a large set of organic chromophores.
However, no systematic comparison of both MP and CC based
linear response methods for larger molecules has to our knowledge
been published so far.

The goal of this study is therefore to answer the following
questions:

(1) Does CC2 reproduce on average the CCSDR(3) results
more closely than CCSD as was seen in the previous studies
by Thiel and co-workers?113,115

(2) How do the MP based linear response methods perform
in the calculation of vertical excitation energies compared to
comparable CC based linear response methods using CCSDR(3)
as reference?

(3) How do the two SOPPA variants, RPA(D) and
SOPPA(CCSD), perform compared to the “parent” method
SOPPA?

(4) How does RPA(D) perform compared to CIS(D)?
As benchmark set we have chosen 39 valence and 76 Rydberg

states singlet excitation energies in polycyclic aromatic hydro-
carbons (PAH). PAHs constitute a large class of conjugated
π-electron systems that are key molecular species in many
branches of chemistry, such as interstellar, combustion, envi-
ronmental, and materials science.116-118 PAHs are detected, e.g.,
in meteorites, in which they are strong candidates for the carriers
of interstellar infrared absorption bands.117 From this group we
have selected naphthalene, anthracene, phenanthrene, azulene,
biphenylene, and the parent molecule benzene. The molecules
in this section were selected for their benchmark ability, since
they have been extensively studied by chemists, physicists,
environmental chemists, and so on. A wide range of both
experimental data and computational results have been pub-
lished. Previous calculations on the same systems include
SOPPA calculations on benzene, naphthalene, and anthracene8,10

and CC2, CCSD, CCSDR(3), and CC3 calculations on
benzene106,119 with identical basis sets and geometries as well
as CASSCF or CASPT2 studies,120-124 a MRMP study125 and a
recent DFT/MRCI study.126 Thus the current study presents also
the first coupled cluster results including triples corrections for
the vertical excitation energies of naphthalene, anthracene,
phenanthrene, azulene, and biphenylene.

Details of the Calculations. Vertical excitation energies were
calculated at the RPA, RPA(D), SOPPA, SOPPA(CCSD), CIS,
CIS(D), CC2, CCSD, and CCSDR(3) levels of theory. For
benzene and naphthalene we have also carried out MR-CISD
calculations with modified virtual orbitals. In all calculations
the frozen core approximation was employed, which in our
previous study10 was shown to have no significant effect on the
vertical excitation energies.

All calculations were carried out with a local development
version of the DALTON 2.0 code,127 which includes the atomic
integral direct implementation of the SOPPA, SOPPA(CCSD)
and RPA(D) method,9,10 and of the PEDICI program128-131

which is interfaced to Dalton.
Geometries. With the exception of benzene we have em-

ployed optimized geometries from the literature. They were

primarily taken from the work of Martin et al.,116 who had
optimized the geometries of naphthalene (cc-pVTZ), anthracene
(cc-pVDZ), phenanthrene (cc-pVDZ), and azulene (cc-pVTZ)
employing density functional theory (DFT) with the B3LYP
functional and the basis set included in the parentheses. The
geometry of biphenylene, taken from the work of Beck et al.,123

was also optimized at the DFT level with the B3LYP functional
but with the 6-31G* basis set.

Benzene stands out from the rest with an extensive amount
of literature and is clearly a very common benchmark molecule.
The commonly employed geometry is almost the experimental
geometry132 obtained in X-ray studies as reported by Stevens
et al.133 Roos and co-workers120,122 employed this geometry in
their CASSCF and CASPT2 calculations and consequently also
Packer et al.8 in the first SOPPA calculation on benzene. We
continue with this practice. Azulene is in a subgroup of the
polycyclic aromatic hydrocarbons called nonalternant hydro-
carbons due to the fact that it contains odd-membered rings. It
is isoelectric to naphthalene, and although naphthalene is
colorless and nonpolar, azulene is blue and has a large dipole
moment. An early report of the structure and electronic spectrum
of azulene by Pariser134 suggested that azulene belongs to the
C2V symmetry group. But as discussed by Hinchliffe and
Soscún135 the structure of azulene in the gas-phase is unknown.
At different levels of theory two possibilities emerge: a Cs and
a C2V structure with only a small difference between the two
geometries. C2V is more stable than Cs in the ground state.
Murakami et al.136 have calculated the in-plane asymmetric b2

normal mode of the 1A1 and 1B1 states and concluded that the
bond equalized C2V structure yields a more stabilized structure
than the bond-alternating Cs structure in the ground state. For
the calculations in this work the C2V geometry is therefore used.
Phenanthrene like azulene has no center of symmetry. Possible
resonance structures of phenanthrene have been discussed by
Chakrabarti et al.137 The classification of biphenylene has been
intensively discussed.123,138-142 Depending on how the electrons
are counted, either as two benzene molecules with 6π electrons
or collectively as 12π electrons, which equals 4n with n ) 3,
biphenylene should be considered as an aromatic or as an
antiaromatic molecule. In the work of Beck et al.123 it was argued
that the length of the bonds between the two ring systems is
large enough to ensure that there is no interaction between the
two ring systems and that biphenylene can be regarded as an
aromatic molecule. The experimentally observed ground state
energy shows, that the bonds connecting the benzene molecules
are indeed unusually long as reported by Fawcett et al.143 The
situation is completely different, however, for the first excited
states, where the four membered ring changes drastically by
going from a rectangular structure in the ground state to a square
structure, as shown by Elsaesser et al.139

Basis Sets. We have employed the same basis sets as in the
previous SOPPA studies on benzene, naphthalene, and anthra-

Figure 1. Structures of the studied PAHs: benzene, naphthalene,
anthracene, phenanthrene (first row starting left), biphenylene, and
azulene (second row starting left).
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cene.8,10 They are of the atomic natural orbital (ANO) type and
consist of the C[4s3p1d]/H[2s1p], i.e., ANO1, basis set of
Widmark et al.144 However, in order to obtain a reasonable
treatment of the Rydberg excitations diffuse functions must be
added to these basis set. Due to the size of the Rydberg orbitals
it is suffice to put the diffuse functions at the center of mass
(CM) of the molecule. The extra diffuse functions consist of 8
even tempered s, p, and d sets of functions contracted to
[1s1p1d] for benzene,122 2 sets of uncontracted s, p, and d
functions (2s2p2d) for naphthalene121 and 3 sets of uncontracted
s, p, and d functions (3s3p3d) for anthracene.10 The extra diffuse
functions of naphthalene were also used in the calculations on
azulene, and similarly the same diffuse functions were employed
for biphenylene and phenanthrene as for anthracene. The
coefficients of the diffuse functions are listed in Table 1 where
the contraction coefficients are given in parentheses. Addition
of more diffuse functions was previously shown29,106,119 to
change the results by less than 0.05 eV.

Results and Discussion

Vertical excitation energies have been calculated for benzene,
naphthalene, anthracene, phenanthrene, azulene, and biphenylene
using the RPA, RPA(D), SOPPA, SOPPA(CCSD), CIS, CIS(D),
CC2, CCSD, and CCSDR(3) methods. In addition MR-CISD
calculations were carried out for benzene and naphthalene using
modified virtual orbitals. We use the CCSDR(3) results as
reference, with which we compare the results of the second order
methods, because CCSDR(3) was shown to reproduce almost
quantitatively the results of CC3 calculations not only for small
molecules55,56,101 but also for benzene,106 naphthalene115 and other
organic chromophores102,107,108,110,115 with only a few but predict-

able exceptions. Experimental values145-162 can be found for
some of the states included in our study.

Benzene. The calculated results for the lowest 12 singlet
excitation energies of benzene are listed in Table 2. The states
are grouped according to their type of transitions, e.g. valence
or Rydberg. Within a group they are given in the order of
increasing CCSDR(3) excitation energy. Only the n ) 3
Rydberg series, which converges to the first ionization potential
of 9.25 eV, was included in our study. The assignment of the
transitions follows that of Lorentzon et al.122 They include two
valence states, 1B2u and 1B1u, one mixed valence and Rydberg
state, 1E1u, and 9 dominant Rydberg states. The weight of the
single excitations, % R1, in the CCSD excitation energy
calculations is 95% for all states apart from the 1B2u state, where
it is only 91%.

Considering the order of the calculated states first, we can
see that the iterative second order methods, SOPPA, SOP-
PA(CCSD), CC2 and CCSD, as well as the noniterative
methods, RPA(D) and CIS(D), and MR-CISD reproduce the
order of the excited states as found in the CCSDR(3) calcula-
tions. However, one should note, that we only consider the
lowest excited state in every irreducible representation. CIS and
RPA, on the other hand, have problems reproducing the order
of the 1E2g and 2A1g and of the 1B1g and 1B2g Rydberg states as
given by CCSDR(3). Both pairs of transitions are predicted to
be energetically very close by all second-order methods as well
as by the reference CCSDR(3). Since CIS(D) and RPA(D) both
reproduce the correct order of states, we have here the first
example for the important effect of the noniterative doubles
corrections in CIS(D) and RPA(D).

TABLE 1: Coefficients of the Diffuse Functions

molecule s p d

benzene [1s1p1d] 0.024624 (0.4584) 0.042335 (0.0290) 0.060540 (0.0290)
0.011253 (-2.0379) 0.019254 (-0.2025) 0.027446 (-0.2025)
0.005858 (1.9778) 0.009988 (-0.2629) 0.014204 (-0.2629)
0.003346 (-3.1952) 0.005689 (-0.4338) 0.008077 (-0.4338)
0.002048 (3.7239) 0.003476 (0.0101) 0.004927 (0.0101)
0.001324 (-3.1770) 0.002242 (-0.1587) 0.003175 (-0.1587)
0.000893 (1.7028) 0.001511 (0.0831) 0.002137 (0.0831)
0.000624 (-0.4214) 0.001055 (-0.0244) 0.001491 (-0.0244)

naphthalene [2s2p2d] 0.009614 0.008778 0.006270
azulene 0.003542 0.003234 0.002310
anthracene [3s3p3d] 0.010000 0.010000 0.010000
biphenylene 0.003300 0.003300 0.003300
phenanthrene 0.001100 0.001100 0.001100

TABLE 2: Benzene: Vertical Singlet Excitation Energies (in eV) in Ascending Order of CCSDR(3) Energies

state RPA RPA(D) SOPPA SOPPA(CCSD) CIS CIS(D) CC2 CCSD CCSDR(3) MR-CISD

Valence ππ*
1B2u (e1g f e2u) 5.82 4.82 4.69 4.52 6.03 5.31 5.27 5.19 5.12 5.77
1B1u (e1g f e2u) 5.88 6.36 6.01 5.92 6.19 6.68 6.56 6.59 6.56 6.73
1E1u (e1g f e2u/3pz) 7.16 6.87 7.03 6.94 7.18 7.06 7.01 7.16 7.15 7.34

Rydberg ππ*
1E2g (e1g f (3dxz/yz)) 7.80 7.54 7.54 7.48 7.80 7.66 7.64 7.84 7.85 7.98
2A1g (e1g f (3dxz/yz)) 7.77 7.55 7.55 7.49 7.77 7.67 7.65 7.85 7.86 7.99
1A2g (e1g f (3dxz/yz)) 7.85 7.57 7.58 7.52 7.85 7.68 7.67 7.87 7.88 8.00

Rydberg πσ*
1E1g (e1g f 3s) 6.55 6.20 6.17 6.12 6.55 6.38 6.33 6.47 6.45 6.68
1A2u (e1g f (3px/y)) 6.94 6.70 6.69 6.63 6.94 6.86 6.83 6.98 6.98 7.18
1E2u (e1g f (3px/y)) 7.11 6.76 6.75 6.69 7.12 6.91 6.88 7.05 7.04 7.25
1A1u (e1g f (3px/y)) 7.28 6.84 6.83 6.77 7.29 6.97 6.96 7.13 7.12 7.34
1B1g (e1g f 3dxy) 7.70 7.35 7.34 7.28 7.70 7.47 7.45 7.65 7.65 7.83
1B2g (e1g f 3dxy) 7.68 7.35 7.35 7.29 7.68 7.47 7.46 7.65 7.66 7.83
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Comparing now the results of the different methods with the
CCSDR(3) results we find that the deviations of the RPA results
from the CCSDR(3) reference values depend extremely on the
state under consideration. For the two valence states we find
very large deviations +0.70 and -0.68 eV, for 1B2u and 1B1u,
and a very small one with only 0.01 eV for the mixed 1E1u

state, whereas the deviations for the Rydberg states range only
between -0.09 and +0.16 eV. Inclusion of the second order
and doubles corrections in RPA(D) changes this dramatically.
The deviations from the CCSDR(3) reference values are thus
in the range from -0.20 to -0.31 eV with the majority of energy
differences between -0.28 and -0.31 eV. All of the RPA(D)
energies are lower than the CCSDR(3) values. The smallest
deviation is for the 1B1u transition, whereas the largest deviations
are found for the 1E2g, 2A1g, 1A2g, and 1B2g states, i.e., for the
transitions to the 3d Rydberg orbitals. This implies that the two
valence states are in much better agreement with the reference
values than at the RPA level but that the Rydberg states are
actually in worse agreement. The SOPPA results are also all
lower than the reference energies and the deviations are in the
range from -0.12 to -0.55 eV. Most deviations are about -0.30
eV with three exceptions: the two valence transitions, 1B2u and
1B1u, with -0.43 and -0.55 eV and the 1E1u mixed transition
with -0.12 eV. The deviations for the Rydberg transitions vary
only between -0.28 and -0.31 eV. The deviations of the
SOPPA(CCSD) results follow the SOPPA results with respect
to which transitions are reproduced poorly. The range of
deviations in the excitation energies is -0.21 to -0.64 eV again
with the same three exceptions, the valence transitions: the 1B2u

transition with -0.60 eV, the 1B1u transition with -0.64 eV,
and the mixed 1E1u transition with -0.21 eV. Taking these states
aside the remaining differences from the reference results for
the Rydberg transitions are in the range of -0.35 to -0.37 eV.

CIS, like RPA, does remarkably well for the Rydberg states
and quite badly for the valence states included in our study.
However, whereas the CIS results for the Rydberg states are
indistinguishable from the RPA results, the valence states are
predicted to be higher in energy. Similar to RPA(D), the addition
of the second order and doubles corrections in CIS(D) leads to
a much more uniform deviation from the CCSDR(3) results,
although not as uniform as in the case of RPA(D). This implies
an improved agreement with the CCSDR(3) results for the two
valence states and a more uniform but in general worse
agreement for the Rydberg transitions. On the other hand the
CIS(D) results are all shifted to higher energies and thus in better
agreement with the reference values than the RPA(D) results.
The CC2 results underestimate the reference results for the
Rydberg transitions by -0.21 to -0.12 eV which is in all cases
slightly more than found in CIS(D). The situation is quite
different for the valence states: the result for the 1B1u state is in
perfect agreement, whereas the 1B2u is overestimated by 0.15
eV. Compared to SOPPA the CC2 results are all in better
agreement with the CCSDR(3) results, as was already pointed
out previously.106 The CCSD results are very close to the
reference values, as should be expected since the CCSDR(3)
method adds only a correction to the calculated CCSD energies.
The valence states are higher in energy than CCSDR(3) values
with deviations in the range of 0.01-0.07 eV. Again a slightly
poorer description of valence states is observed compared to
the description of the Rydberg states.

The multireference space in the MR-CISD calculations is
obtained by including all the configuration state functions
(CSF’s) generated by all single excitations from the highest
occupied e1g orbitals into the lowest 11 optimized virtual orbitals.

It leads to 23 reference CSF’s and a MR-CISD space formed
by 28 935 182 spin adapted CSF’s after truncating the total
orbital space to 100 orbitals.

The MR-CISD results are a clear improvement over the CIS
results for the two valence states but are in worse agreement
for the Rydberg states than CIS. Compared with the other
methods including double excitations, we can see that we obtain
significantly higher excitation energies in our MR-CISD cal-
culations. This applies to the Rydberg states and in particular
to the lowest excited valence state.

Naphthalene. The calculated results for 21 singlet excited
states of naphthalene are listed in Table 3. The states are again
grouped according to their type of transitions, e.g., valence or
Rydberg and are sorted according to increasing CCSDR(3)
excitation energy. The assignment of the transitions follows that
of Bak et al.10 They include eight valence states, eleven Rydberg
states and two states, 2B1g and 4B2u, which in earlier calculations
employing smaller basis sets121,8 were assigned as valence
transitions, but were later shown to exhibit significant Rydberg
character.10 The weight of the single excitations, % R1, in the
CCSD excitation energy calculations is 95% for all Rydberg
states, whereas the valence states, and in particular the 1B3u

and 2Ag states with only 91%, have smaller weights.
Looking at the order of the states first again, we can see that

RPA and CIS are less able to reproduce the order of the
transitions as given by CCSDR(3) than in benzene. The two
lowest states, 1B3u and 1B2u, are interchanged, the energies of
the 2Ag and 3B1g states are predicted to be much too high and
the order of the two pairs of states 2B2g and 2B3g and 3B2u and
3B3u are interchanged. Inclusion of the doubles contribution in
RPA(D) and CIS(D) corrects some of these errors but not all.
The two lowest valence states, e.g., have now the correct order,
but the 2Ag, 3Ag, and 3B3u states are now too low in energy.
Furthermore the 2Au and 2B1u transitions as well as the 2B2u

and 3B1g states and the 2B1g and 3Ag transitions are now reversed
by a few hundreds of an eV contrary to RPA and CIS. The
iterative second order methods show the correct ordering with
one exception, the 2Ag state relative to the 2B3u state, which at
the CCSDR(3) level is 0.19 eV higher in energy than 2Ag, but
has a lower energy at the SOPPA, SOPPA(CCSD) and even
the CC2 level.

Comparing now the results of the different methods with the
CCSDR(3) results we find that like for benzene the deviations
of the RPA and CIS results for the valence states are partially
very large and depend strongly on the state. The RPA energies
are always smaller than the CIS energies and are in better
agreement with the CCSDR(3) results with one exception. The
range of deviations from the CCSDR(3) results is -0.26 to
+1.14 eV for RPA and 0.04 to 1.23 eV for CIS. The agreement
for the Rydberg transitions is better. The RPA and CIS results
are identical and are scattered around the CCSDR(3) results
with error bars of about (0.2 eV, if we exclude the mixed
valence-Rydberg 2B1g state. This implies again that only the
CCSD results are in better agreement with the CCSDR(3) results
for the Rydberg states. Adding the second order doubles
corrections in CIS(D) reduces the deviations significantly for
all valence states but the 1B2u state in CIS(D). RPA(D) on the
other hand overestimates the corrections for three states, 1B1g,
2B3u, and 2B2u, which are now too low in energy. Nevertheless,
the spread of deviations for the valence states is very similar in
both methods, -0.80 to +0.03 eV for RPA(D) and -0.45 to
+0.33 eV for CIS(D), with the CIS(D) results just being shifted
to higher energies. For the Rydberg states we observe also again
that the doubles corrections, destroys the good agreement with
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the CCSDR(3) results by shifting the energies 0.2 to 0.4 eV
(RPA(D)) or 0.1 to 0.3 eV (CIS(D)) toward lower energies. The
CIS(D) pure Rydberg excitation energies are thus all higher than
the RPA(D) ones, but also smaller than the CCSDR(3) values.
In SOPPA all valence states but the 3B1g and 4Ag states are
lower in energy than in RPA(D) and thus in worse agreement
with the CCSDR(3) reference values. However, the spread of
deviations is slightly reduced to between -0.67 and -0.13 eV.
Replacement of the Møller-Plesset correlation coefficients by
CCSD amplitudes in SOPPA(CCSD) reduces the valence
excitation energies even further and thus increases the deviations
from the CCSDR(3) results. The same trend is also observed
for the Rydberg states, where the SOPPA(CCSD) results are
about 0.1 eV lower than the SOPPA results, which are for the
majority of the states also lower than the RPA(D) results.
However, the span of deviations is also reduced in the series
RPA(D), SOPPA and SOPPA(CCSD) to only 0.06 eV in the
latter method, meaning that SOPPA(CCSD) underestimates the
CCSDR(3) results for the Rydberg states by 0.42 ( 0.03 eV.

The two coupled cluster methods, CC2 and CCSD, on the
other hand, show the smallest deviations from the CCSDR(3)
results for the valence states. CCSD always overestimates the
CCDSR(3) results, whereas CC2 underestimates the majority
of the CCSDR(3) results. For 6 out of the 8 valence states CC2
is in better agreement with the CCSDR(3) valence state values
than CCSD. For the Rydberg states the situation is reversed.
The CCSD results are basically indistinguishable from the
CCSDR(3) values, whereas the CC2 results are for the majority
of the Rydberg states in slightly worse agreement than the
CIS(D) values.

The multireference space in the MR-CISD calculations is
obtained by including all the configuration state functions
(CSF’s) generated by all single excitations from the highest
occupied orbitals, 1b2g, 1b3g, 2b1u, and 1au, into a the lowest 12
virtual orbitals. It leads to 49 reference CSF’s and a MR-CISD
space formed by 103 861 609 spin adapted CSF’s. As in the
benzene case the total orbital space is truncated to 100.

For the MR-CISD results we observe quite a different
behavior than for benzene. First of all the MR-CISD results
are not always higher than the CCSDR(3) results. Second, the
MR-CISD results are only for three of the valence states, 1B3u,
2B3u, and 2B2u, a clear improvement over the CIS results. All
the valence excitation energies are overestimated for the MR-
CISD calculations compared with CCSDR(3). Generally, the
Rydberg states are are in good agreement with the CCSDR(3)
results apart from the states 3B2u, 3B3u, and 2B1g where the
excitation energies are overestimated by 0.51, 0.30, and 0.51
eV which is more than the CIS estimates.

Azulene. For azulene we have calculated excitation energies
to 4 valence and 16 Rydberg states. The results are given in
Table 4. The weight of the single excitations, % R1, in the CCSD
excitation energy calculations is ≈ 95% for all Rydberg states,
whereas the valence states, and in particular the 1B2 and 2B2

states with only 91%, have smaller weights.
The 5A1 and 6A1 Rydberg states are almost degenerate at the

CCSDR(3) level, the latter is less than 0.01 eV higher in energy.
All other methods, however, underestimate the energy of the
6A1 Rydberg state slightly more than the energy of the 5A1

Rydberg state and predict therefore the wrong order of these
two Rydberg states. Experimentally these two states are also
very close as reported by Foggi et al.162 RPA and CIS get also
the order of the 3B1 and 4B2 Rydberg states wrong, which is
corrected at the RPA(D) but not at the CIS(D) level. Furthermore
CIS(D) predicts the 4A1 Rydberg state to be lower than the 4B2

state contrary to all other methods.
For the valence states we find again that the deviations of

the RPA and CIS results from the CCSDR(3) reference results
and from each other are are partially very large and depend
strongly on the state. For three out of the four states, the RPA
results are closer to the reference values than the CIS results.
Adding the noniterative second order corrections in RPA(D)
leads to large changes and improves the agreement with
CCSDR(3) for two states. All RPA(D) excitation energies are
also smaller than the reference values. In the iterative MP

TABLE 3: Naphthalene: Vertical Singlet Excitation Energies (in eV) in Ascending Order of CCSDR(3) Energies

state RPA RPA(D) SOPPA SOPPA(CCSD) CIS CIS(D) CC2 CCSD CCSDR(3) MR-CISD

Valence ππ*
1B3u (1au f 4b3g) 5.00 4.01 3.88 3.64 5.22 4.51 4.47 4.44 4.38 4.91
1B2u (1au f 4b2g) 4.75 4.94 4.34 4.17 5.08 5.23 4.89 5.13 5.01 5.47
1B1g (1au f 5b1u) 6.04 5.80 5.56 5.45 6.06 5.98 5.87 6.08 6.02 6.06
2Ag (2b1u f 5b1u) 7.22 6.11 5.65 5.48 7.31 6.41 6.18 6.21 6.08 6.73

(2b1u f 4b2g)
2B3u (1au f 4b3g) 6.50 5.85 5.65 5.38 7.02 6.38 6.15 6.43 6.27 6.66

(2b1u f 4b2g)
2B2u (2b1u f 4b3g) 6.73 5.99 5.97 5.74 7.21 6.40 6.47 6.66 6.51 6.68
3B1g (1b3g f 4b2g) 7.86 5.96 6.26 6.14 7.91 6.31 6.70 6.91 6.76 7.49
4Ag (1b2g f 4b2g) 7.78 7.40 7.43 7.29 7.78 7.48 7.50 7.71 7.56 8.46

Rydberg ππ*
1B2g (1au f 3py) 5.97 5.69 5.66 5.58 5.97 5.85 5.80 6.00 5.99 5.95
1B3g (1au f 3px) 6.03 5.71 5.68 5.60 6.03 5.87 5.82 6.02 6.00 6.00
2Au (1au f 3dx2 - y2) 6.53 6.27 6.24 6.15 6.53 6.39 6.35 6.58 6.57 6.51
2B1u (1au f 3dxy) 6.58 6.26 6.28 6.19 6.58 6.38 6.38 6.62 6.61 6.66
2B2g (2b1u f 3px) 6.81 6.39 6.36 6.23 6.82 6.54 6.50 6.67 6.67 6.72
2B3g (2b1u f 3py) 6.90 6.51 6.41 6.28 6.90 6.63 6.55 6.72 6.72 6.77
3B2u (1au f 3dxz) 6.67 6.46 6.46 6.38 6.67 6.57 6.55 6.80 6.80 7.31
3B3u (1au f 3dyz) 6.74 6.40 6.50 6.41 6.64 6.49 6.58 6.85 6.84 7.14
4B2u (1au f 4dxz) 7.20 6.97 6.98 6.89 7.20 7.00 7.01 7.34 7.35 7.48

Rydberg πσ*
1Au (1au f 3s) 5.60 5.30 5.26 5.17 5.60 5.47 5.42 5.59 5.57 5.55
1B1u (2b1u f 3s) 6.39 6.02 5.96 5.83 6.39 6.19 6.12 6.25 6.24 6.29
2B1g (1au f 3pz) 6.56 6.37 5.97 5.86 6.75 6.66 6.25 6.58 6.39 6.90
3Ag (2b1u f 3pz) 6.87 6.34 6.61 6.48 6.89 6.60 6.76 6.90 6.91 7.02
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methods, SOPPA and SOPPA(CCSD), the excitation energies
become even smaller and the deviation from the reference values
thus again larger. Adding the noniterative second order correc-
tion of CIS(D), on the other hand, leads also to an improvement
over the CIS results, but the changes are smaller than in RPA(D),
which implies that the result are all larger than the CCSDR(3)
reference values and for three out of four in better agreement.
At the CC2 level the deviations are even more reduced.
However, the CC2 results are scattered around the reference
values contrary to the CIS(D) and CCSD results which are all
above. Furthermore they are either as close as the CIS(D) or
CCSD results to the CCSDR(3) results or even closer.

For the Rydberg states we also observe again, that the RPA
and CIS results are almost identical with one exception, the
4A1 state. RPA and CIS gives also excitation energies, which
are in better agreement with the CCSDR(3) values than all other
methods apart from CCSD, which in most but not all cases is
closer to the CCSDR(3) results than RPA or CIS. Inclusion of
the noniterative doubles corrections in RPA(D) and CIS(D)
destroys this good agreement with CCSD and CCSDR(3). The

same happens also for almost all states at the level of the
iterative second order methods SOPPA and CC2. The deviations
are smaller, however, in CIS(D) and CC2 than in RPA(D) and
SOPPA. RPA(D) underestimates thus the reference values with
approximately -0.29 ( 0.10 eV, SOPPA with -0.30 ( 0.11
eV and SOPPA(CCSD) with -0.44 ( 0.11 eV, whereas CIS(D)
with -0.28 ( 0.23 eV and CC2 with -0.21 ( 0.1 eV.

Anthracene. Only two excitations in each irreducible rep-
resentation were calculated which gives 7 valence and 9 Rydberg
states. The excitations are listed in ascending order of the
CCSDR(3) method for each type of transition in Table 5. The
transitions to the s, dz2, and dx2-y2 Rydberg orbitals are mixed
since they all transform as the same irreducible representation.
This makes the characterization of these transformations some
what unclear. There are no π f π* transitions among the two
lowest states of every irreducible representation. From the work
of Bak et al.,10 we know that π f π* transitions do not occur
for SOPPA and RPA before the third state in each irreducible
representation. The weight of the single excitations, % R1, in
the CCSD excitation energy calculations is ∼95% for all

TABLE 4: Azulene: Vertical Singlet Excitation Energies (in eV) in Ascending Order of CCSDR(3) Energies

state RPA RPA(D) SOPPA SOPPA(CCSD) CIS CIS(D) CC2 CCSD CCSDR(3)

Valence ππ*
1B2 (2b1 f 8a2) 2.57 1.78 1.63 1.29 2.88 2.31 2.31 2.29 2.25
2A1 (2a2 f 5a2) 3.62 3.96 3.31 3.09 3.97 4.15 3.95 4.03 3.99
2B2 (3b1 f 5a2) 5.09 4.35 4.08 3.75 5.53 4.88 4.70 4.81 4.66
3A1 (2a2 f 5a2) 5.29 4.42 4.18 3.84 5.76 5.25 4.89 5.28 5.05

Rydberg ππ*
1A2 (2a2 f 3s) 4.85 4.52 4.42 4.29 4.85 4.71 4.63 4.78 4.79
3B2 (2b1 f 3pz) 5.37 5.12 5.10 4.96 5.34 5.23 5.27 5.42 5.45
3B1 (3b1 f 3s) 5.95 5.66 5.57 5.42 5.96 5.84 5.77 5.90 5.89
4B2 (2b1 f 3dyz) 5.89 5.68 5.66 5.52 5.89 5.80 5.78 5.99 6.04
4A1 (2a2 f 3dxz) 5.91 5.69 5.68 5.54 6.00 5.56 5.80 6.02 6.06
5B2 (2b1 f 4pz) 6.17 5.95 5.94 5.79 6.17 6.03 5.99 6.22 6.13
5A1 (3b1 f 3pz) 6.46 6.30 6.26 6.09 6.48 6.42 6.43 6.54 6.54
6A1 (2a2 f 4dxz) 6.41 6.19 6.17 6.02 6.42 6.25 6.24 6.53 6.55

Rydberg πσ*
1B1 (2a2 f 3px) 5.22 4.91 4.85 4.71 5.22 5.07 5.03 5.19 5.22
2A2 (2a2 f 3py) 5.30 4.96 4.92 4.78 5.30 5.12 5.09 5.25 5.28
3A2 (2a2 f 3dxx) 5.76 5.51 5.44 5.31 5.76 5.64 5.59 5.78 5.82
2B1 (2a2 f 3dxy) 5.76 5.51 5.48 5.34 5.76 5.64 5.61 5.81 5.85
4A2 (2a2 f 3dzz) 5.80 5.55 5.54 5.40 5.80 5.67 5.68 5.86 5.91
5A2 (2a2 f 3dyy) 6.00 5.78 5.75 5.61 6.00 5.88 5.86 6.09 6.15
4B1 (2a2 f 4px) 6.14 5.90 5.88 5.74 6.14 5.99 5.98 6.23 6.29
5B1 (3b1 f 4py) 6.33 6.05 6.02 5.87 6.33 6.21 6.19 6.33 6.34

TABLE 5: Anthracene: Vertical Singlet Excitation Energies (in eV) in Ascending Order of CCSDR(3) Energies

state RPA RPA(D) SOPPA SOPPA(CCSD) CIS CIS(D) CC2 CCSD CCSDR(3)

Valence ππ*
1B3u (2b2g f 6b1u) 4.31 3.38 3.24 2.91 4.56 3.89 3.85 3.85 3.80
1B2u (2b3g f 6b1u) 3.68 3.68 3.08 2.83 4.04 3.96 3.66 4.00 3.85
1B1g (1au f 6b1u) 6.73 4.81 4.63 4.48 6.75 5.13 5.10 5.57 5.25
2B2u (2b3g f 5b1u) 5.31 5.11 4.88 4.74 5.32 5.30 5.17 5.39 5.35
2B1g (2b3g f 6b2g) 5.42 5.10 4.70 4.52 5.69 5.52 5.27 5.53 5.39
2Ag (1au f 2au) 6.56 5.39 4.99 4.80 6.69 5.57 5.56 5.62 5.46
2B3u (2b3g f 2au) 5.80 4.94 4.82 4.47 6.20 5.41 5.36 5.69 5.52

Rydberg πσ*
1B3g (2b3g f 3s) 4.94 4.69 4.52 4.52 4.94 4.88 4.81 4.99 4.98
1B1u (2b3g f 3py) 5.22 4.98 4.95 4.82 5.23 5.15 5.09 5.30 5.29
1Au (2b3g f 3px) 5.33 5.06 5.01 4.89 5.33 5.22 5.15 5.37 5.35
2B3g (2b3g f 3dx2 - y2) 5.68 5.46 5.41 5.28 5.69 5.61 5.53 5.76 5.75
1B2g (2b3g f 3dxy) 5.69 5.48 5.45 5.33 5.70 5.62 5.57 5.80 5.80
3Ag (2b3g f 3dyz) 5.82 5.55 5.66 5.53 5.82 5.81 5.77 6.00 6.02
2B2g (2b2g f 3s) 6.37 5.94 5.83 5.65 6.37 6.09 5.99 6.13 6.13
2B1u (2b3g f 4py) 6.10 5.91 5.91 5.78 6.10 6.00 5.97 6.27 6.29
2Au (2b3g f 4px) 6.13 5.94 5.93 5.81 6.13 6.03 6.00 6.29 6.30
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Rydberg states, whereas the valence states, and in particular
the 1B3u and 1B1g states with only 91% and the 2Ag states with
only 90%, have smaller weights.

Similar to the other molecules, we observe large differences
between the different valence states. The order of the two lowest
valence states 1B3u and 1B2u, e.g., is not reproduced by all
second-order methods. RPA, SOPPA, SOPPA(CCSD), CIS, and
CC2 all predict the 1B2u to be the lowest valence state contrary
to CCSDR(3), whereas RPA(D), CIS(D) and CCSD predict the
same order of states as CCSDR(3). The CIS(D) value for the
lowest valence transition, 1B3u, is even in good agreement with
the CCSDR(3) energy. The CCSDR(3) results for these two
transitions differ by only 0.045 eV, which is within the range
of uncertainty of the CCSDR(3) calculations compared to
CC3.115 In the work of Kawashima et al.125 using multireference
Møller-Plesset theory (MRMP) the two transitions are dis-
cussed for benzene, naphthalene, anthracene and naphthacene.
For anthracene they found also 1B3u to be the lowest excited
state. They state furthermore, that the permutation of the two
excited states first occurs at the level of naphthacene. Experi-
ment153 seems to favor the 1B2u as the lowest state but the 1B3u

transition is hard to measure and therefore quite uncertain.125

The second B3u valence state, on the other hand, is predicted
too low relative to CCSDR(3) by all methods but CCSD. Finally,
RPA, CIS and even CCSD have the two lowest B1g states
interchanged compared to CCSDR(3). RPA(D), SOPPA, and
SOPPA(CCSD) do not suffer from this problem, but still predict
the 2B1g state too low relative to the 2B2u state. For the Rydberg
states we observe only a problem with the 2B2g state which is
by all methods but SOPPA, SOPPA(CCSD), and CCSD, placed
to high relative to the other states.

In general the deviations from the CCSDR(3) results are again
on average much larger for the valence states as for the Rydberg
states. The RPA results are scattered around the CCSDR(3)
values with a span of more than 1.5 eV. Addition of the
noniterative second order correction in RPA(D) reduces all
valence excitation energies, so that they are now all smaller
than at the CCSDR(3) level. The spread of deviations, on the
other hand, is significantly reduced to 0.5 eV. This trend is
continued on going to the iterative second order method SOPPA,
where the span of deviations is only 0.3 eV but all excitation
energies are even lower than in RPA(D). SOPPA(CCSD) finally
gives the lowest valence excitation energies with a maximal
deviation from CCSDR(3) of 1 eV and a spread of 0.45 eV.

CIS gives again always larger excitation energies than RPA
and thus with one exception higher values than CCSDR(3).
Addition of the noniterative second order corrections in CIS(D)
leads to partially very large reductions so that the CIS(D) results
are now scattered around the CCSDR(3) values with deviations
within (0.1 eV. Going to CC2 reduces the excitation energies
even further but only marginally leading to smaller values than
at the CCSDR(3) level for all but one valence state. CCSD,
finally, gives for all valence states larger energies than CCS-
DR(3). However, CCSD is only in 2 out of 7 states in better
agreement with CCSDR(3) than CC2 and even CIS(D), while
CIS(D) gives a better agreement than CC2 for 4 of the 7 states.
A particular large difference between CCSD and CCSDR(3) is
found for the 1B1g state, which has a relatively large contribution
from doubles excitations.

For the Rydberg states the picture changes again entirely with
the exception of the 2B2g state, which has a very large double
excitation contribution and which does not follow the trend of
the other Rydberg states. Therefore it will not be discussed
further here. CCSD gives basically the same results as CCS-

DR(3) for all Rydberg states. The RPA and CIS results are again
equal and in better agreement with the reference values than
all other methods apart from CCSD. Adding the noniterative
second order corrections in RPA(D) and CIS(D) reduces all
excitation energies and leads thus to a less favorable agreement
with CCSDR(3). This trend continues to the iterative second
order methods. Nevertheless, CC2, SOPPA, and SOPPA(CCSD)
yield quite satisfying results with deviations from CCSDR(3)
which all lie within a span of 0.1 eV for CC2, 0.04 eV for
SOPPA, and 0.03 eV for SOPPA(CCSD) but approximately
-0.22 eV (CC2), -0.34 eV (SOPPA), and -0.48 eV (SOPPA-
(CCSD)) displaced from the reference.

Phenanthrene. For phenanthrene we have included five states
in each irreducible representation in this study. This gives rise
to 8 valence states, 11 Rydberg states, and one mixed valence/
Rydberg state, the 5A1 state. Comparison with experimental
results shows that for this state the CCSDR(3) vertical excitation
energy is 0.35 eV higher than the absorption maximum.159 The
results are shown in Table 6 in ascending order of the
CCSDR(3) results. The weight of the single excitations, % R1,
in the CCSD excitation energy calculations is 95% for all
Rydberg states, whereas the valence states, and in particular
the 2A1 and 2B2 states with only 91%, have smaller weights.

Compared to anthracene we observe less problems with the
order of the valence states for phenanthrene and they are all in
the A1 irreducible representation. RPA and CIS predict the 2A1

and the 3A1 valence states too high. Addition of the noniterative
double contribution corrects this problem for the 2A1 state but
not for the 3A1 state. Furthermore SOPPA, SOPPA(CCSD) and
CIS(D) predict the 6A1 state too low compared to the 4B2 which
at the CCSDR(3) level is almost degenerate with it. For the
Rydberg transitions we find only one case, where RPA(D) and
CIS(D) overestimate the doubles correction for the 4A2 Rydberg
state relative to the 4B1 Rydberg state so that these two states
come in the wrong order at the RPA(D) and CIS(D) level.

The RPA and CIS valence energies are all but one (1B2) or
two (1B2 and 5A1), respectively, larger than the CCSDR(3)
reference values. Addition of the noniterative doubles correction
reduces all excitation energies with the exception of the 1B2

state in CIS(D). The RPA(D) energies are thus smaller than
the reference values with the exception of the 3A1 which comes
out too high as mentioned already. For four of the nine valence
states the RPA results are thus in better agreement with the
reference values than the second order propagator methods. For
the other five states RPA(D) gives again results closest to
CCSDR(3), whereas the SOPPA (with the exception of the 4B2

state) and the SOPPA(CCSD) results are increasingly too small.
The 4B2 state, on the other hand, is remarkably close to the
reference energy for SOPPA and SOPPA(CCSD) compared to
other valence transitions. The CIS(D) valence excitation energies
are scattered around the reference values. The 3A1 state shows
a unusual large deviation from CCSDR(3) at the CIS level which
is reduced but still quite large at the CIS(D) level. The CC2
results are mainly smaller than the reference values, whereas
the CCSD results are all larger. In five out of the nine valence
states the CC2 results are also again in better agreement with
CCSDR(3) results than the CCSD excitation energies.

Similar to the other PAH molecules we find that the Rydberg
transitions are significantly better described. The CCSD results
are within +0.03 eV of the CCSDR(3) values closely followed
by the almost identical RPA and CIS results, which are atmost
0.16 eV too large. For the other methods we observe also the
usual pattern with the CIS(D), CC2, RPA(D), SOPPA, and
SOPPA(CCSD) energies being 0.16 ( 0.07 eV, 0.21 ( 0.04
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eV, 0.31 ( 0.05 eV, 0.33 ( 0.02 eV, and 0.46 ( 0.03 eV,
respectively, below the reference values.

Biphenylene. The results for the 27 lowest states of biphe-
nylene are shown in Table 7. They consist of 8 valence, 13 Ry
πσ*, and 6 Ry ππ* states. The weight of the single excitations,
% R1, in the CCSD excitation energy calculations is 95% or
more for all Rydberg states, whereas the valence states, and in
particular the 1B1u and 2Ag states with only 91% and the 1B2u

states with only 90%, have smaller weights.

Concerning the order of the valence states, we find that all
but the RPA(D) and CIS(D) methods have the two lowest B2u

valence states interchanged compared to CCSDR(3). From the
literature one knows that the two B2u states are near degenerate
excitations, and using Platt’s model, they are expected to
combine to yield a plus an minus state.123,163 RPA(D) predicts
also the 1B1u and the 4Ag valence states too low relative to the
other valence states. All methods have also interchanged the 2B1g

and 3B1g Rydberg states compared to CCSDR(3). At the

TABLE 6: Phenanthrene: Vertical Singlet Excitation Energies (in eV) in Ascending Order of CCSDR(3) Energies

state RPA RPA(D) SOPPA SOPPA(CCSD) CIS CIS(D) CC2 CCSD CCSDR(3)

Valence ππ*
2A1 (4b1f 11b1) 4.68 3.59 3.45 3.18 4.88 4.07 4.04 4.10 4.02
1B2 (4b1f 7a2) 4.46 4.78 4.15 3.94 4.78 5.01 4.70 4.87 4.81
2B2 (3a2f 12b1) 5.82 4.79 4.49 4.26 5.88 5.17 5.06 5.10 5.02
3A1 (3a2f 7a2) 6.09 5.35 4.61 4.38 6.44 5.88 5.10 5.51 5.27
3B2 (3a2f 11b1) 5.66 4.82 4.79 4.53 6.05 5.38 5.32 5.60 5.44
4A1 (4b1f 12b1) 5.73 5.41 5.03 4.85 6.22 6.04 5.49 5.83 5.61
5A1 (4b1f 7a2/3pz) 6.16 5.74 5.85 5.72 5.91 5.75 5.90 6.11 6.03
4B2 (3a2f 9b1) 6.36 5.94 6.12 5.96 6.39 6.13 6.06 6.27 6.24
6A1 (2a2f 7a2) 6.98 6.02 5.54 5.34 6.62 6.04 6.13 6.31 6.24

Rydberg ππ*
5B2 (4b1f 3dxz) 6.53 6.19 6.16 6.02 6.53 6.32 6.25 6.52 6.50

Rydberg πσ*
1B1 (4b1f 3dx2) 5.56 5.22 5.17 5.05 5.56 5.39 5.32 5.51 5.48
1A2 (3a2f 3dx2) 5.88 5.46 5.42 5.28 5.89 5.63 5.57 5.75 5.73
2B1 (4b1f 3py) 5.89 5.50 5.47 5.35 5.89 5.66 5.61 5.83 5.80
2A2 (4b1f 3px) 6.04 5.60 5.57 5.45 6.04 5.76 5.71 5.92 5.90
3B1 (3a2f 3px) 6.23 5.80 5.76 5.62 6.23 5.96 5.90 6.11 6.10
3A2 (3a2f 3py) 6.28 5.86 5.79 5.65 6.28 6.01 5.92 6.14 6.13
4B1 (4b1f 3dz2) 6.35 6.03 5.98 5.86 6.35 6.17 6.10 6.34 6.32
4A2 (4b1f 3dxy) 6.42 5.96 5.98 5.86 6.42 6.09 6.10 6.34 6.32
5B1 (4b1f 3py) 6.42 6.00 6.01 5.89 6.43 6.13 6.13 6.35 6.34
5A2 (3a2f 3dz2) 6.62 6.21 6.19 6.04 6.62 6.35 6.31 6.53 6.53

TABLE 7: Biphenylene: Vertical Singlet Excitation Energies (in eV) in Ascending Order of CCSDR(3) Energies

state RPA RPA(D) SOPPA SOPPA(CCSD) CIS CIS(D) CC2 CCSD CCSDR(3)

Valence ππ*
1B3g (2b2g f 5b1g) 3.63 3.57 3.13 2.90 3.87 3.92 3.69 3.91 3.83
1B1u (2b2g f 6b3u) 4.48 3.51 3.32 3.07 4.69 3.97 3.88 3.97 3.89
2Ag (1b1g f 5b1g) 5.99 4.85 4.60 4.40 6.19 5.46 5.18 5.22 5.12
2B1u (1au f 5b1g) 6.09 5.08 4.93 4.70 6.40 5.75 5.56 5.84 5.68
2B3g (1au f 6b3u) 6.33 5.64 5.38 5.21 6.60 6.09 5.85 6.14 5.99
1B2u (2b3u f 5b1g) 8.02 5.96 5.85 5.70 7.93 6.46 6.38 6.62 6.30
2B2u (2b2g f 2au) 6.14 6.32 5.64 5.49 6.43 6.67 6.10 6.49 6.32
4Ag (2b3u f 6b3u) 8.33 6.30 6.11 5.96 8.45 6.68 6.55 6.99 6.74

Rydberg πσ*
1B2g (2b2g f 3s, d) 5.15 4.80 4.75 4.62 5.15 4.98 4.90 5.11 5.09
1B3u (2b2g f 3pz) 5.56 5.19 5.14 5.02 5.56 5.35 5.28 5.52 5.50
1Au (2b2g f 3py) 5.60 5.23 5.20 5.08 6.89 5.38 5.33 5.57 5.56
2B2g (2b2g f 3s, d) 5.92 5.61 5.58 5.45 5.92 5.75 5.69 5.95 5.94
1B1g (2b2g f 3dyz) 6.04 5.68 5.65 5.52 6.04 5.80 5.76 6.03 6.02
3B2g (2b2g f 3s, d) 6.04 5.75 5.75 5.62 6.04 5.88 5.85 6.10 6.10
2Au (1au f 3s, d) 6.67 6.10 6.01 5.93 6.67 6.25 6.15 6.37 6.32
4B2g (2b2g f 5s, d) 6.28 6.01 6.00 5.87 6.28 6.11 6.06 6.38 6.39
3Au (2b2g f 4py) 6.41 6.11 6.13 6.00 6.41 6.20 6.18 6.52 6.52
2B3u (2b2g f 4pz) 6.43 6.14 6.13 6.01 6.44 6.23 6.19 6.52 6.54
2B1g (1au f 3pz) 7.00 6.39 6.36 6.28 7.00 6.55 6.50 6.73 6.70
3B1g (2b2g f 3dyz) 6.63 6.32 6.32 6.19 6.63 6.39 6.36 6.71 6.70
5B2g (2b2g f 4s, d) 6.60 6.32 6.31 6.18 6.60 6.38 6.35 6.70 6.71

Rydberg ππ*
3B1u (2b2g f 3px) 5.67 5.41 5.42 5.28 5.68 5.56 5.47 5.72 5.69
3Ag (2b2g f 3dxz) 6.13 5.74 5.85 5.72 6.09 5.75 5.93 6.20 6.21
3B3g (2b2g f 4dxy) 6.15 5.89 5.91 5.77 6.15 6.02 5.98 6.26 6.26
4B1u (2b2g f 4px) 6.44 6.17 6.18 6.05 6.46 6.06 6.23 6.55 6.57
5Ag (2b3u f 5dxz) 6.65 6.37 6.38 6.25 6.65 6.44 6.41 6.76 6.77
4B3g (2b2g f 5dxy) 6.65 6.38 6.38 6.25 6.67 6.35 6.42 6.77 6.79
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CCSDR(3) level these states are degenerate, because their energy
difference is less than 0.01 eV. Furthermore all other methods
than CCSD predict the 2Au Rydberg state too high relative to
the other Rydberg states.

For the valence states on biphenylene, we observe the same
trends as for the other PAH molecules. The RPA and CIS results
show a very large span of deviations from the CCSDR(3) results.
The CIS results are always larger than the CCSDR(3) results
and with only one exception, the 1B2u state, also larger than
the RPA results. Consequently they are in the majority of
valence states in worse agreement with the CCSDR(3) results.
Addition of the noniterative second order correction reduces in
almost all cases the excitation energies by up to 2 eV in the
case of RPA(D) and always slightly less in CIS(D). The RPA(D)
energies are thus always smaller than the CCSDR(3) results
whereas most CIS(D) results are still larger than the CCSDR(3)
results. The spread of deviations, on the other hand, is
significantly reduced compared to RPA or CIS. This trend,
lowering of the excitation energies and narrowing of the spread
of deviations, is continued again on going to SOPPA and CC2.
The SOPPA and CC2 results exhibit therefore the same span
of deviations, 0.15 eV, from the CCDSR(3) results, but the
SOPPA excitation energies are about 0.5 eV lower than the CC2
energies. On going from SOPPA to SOPPA(CCSD) the excita-
tion energies become again even smaller and the spread of
difference from the reference values is slightly increased. Going
from CC2 to CCSD, on the other hand, leads to an increase in
energy of all valence exited states, which are then all above the
CCSDR(3) reference values. But only for two of the 8 valence
states are the CCSD values closer to the reference values than
the CC2 results.

For the Rydberg states we observe the usual picture with the
exception of the 2Au and 2B1g states, which differ significantly
from other Rydberg states at least at the RPA, CIS, RPA(D),
and CIS(D) levels of theory. In general, we find again that the
CCSD and CCSDR(3) as well as RPA and CIS predict
essentially the same excitation energies. Futhermore, with the
exception of the above-mentioned states, the RPA and CIS give
the second best agreement with the CCSDR(3) reference values
only surpassed by CCSD. Addition of the noniterative or
iterative doubles corrections in RPA(D), CIS(D), SOPPA, CC2,
or SOPPA(CCSD) destroys this good agreement step by step.
Contrary to other molecules however, the RPA(D) (or CIS(D))
Rydberg excitation energies are not always in better agreement
with the CCSDR(3) reference values than the SOPPA (or CC2)
values. The deviations are 0.35 ( 0.13 eV, 0.34 ( 0.07 eV,
0.29 ( 0.22 eV, and 0.27 ( 0.18 eV for RPA(D), SOPPA,

CIS(D), and CC2, respectively. SOPPA(CCSD) finally gives
again the lowest energies and thus the largest deviations from
the reference values with 0.47 ( 0.07 eV.

Discussion and Statistical Evaluation

In the discussion of the results of the individual PAH
molecules it became clear that there is a fundamental difference
between the performance of the different methods for valence
and Rydberg states. The weight of the single excitations, % R1,
for the Rydberg states is e.g. ≈95% in the CCSD calculations,
whereas it is consistently lower for the valence states. Therefore
we have collected statistical data for all methods separately for
the valence and Rydberg states in Table 8 and Table 9.

Valence ππ* Transitions. At one end of the scale of
methods, we find the RPA and CIS methods, which do not only
lead to the largest deviations from the CCSDR(3) results, 1.7
eV, as well as the second (0.63 eV) and fourth (0.51 eV) largest
absolute mean deviations for the dominant valence states but
also exhibit much larger spans of deviations from the reference
values as indicated by their standard deviations, 0.5 eV, in Table
8. The accuracy of the results depends thus very much on the
state. The CIS results are mostly larger than the CCSDR(3)
results and with only few exceptions also larger than the RPA
results. Consequently, they are in the majority of valence states
in worse agreement with the CCSDR(3) results, which is also
reflected in the larger mean deviations in Table 8. As conse-
quence of the inconsistent treatment of different valence states,
these methods exhibit also frequently problems with the ordering
of valence states.

Inclusion of the noniterative second order corrections in
RPA(D) or CIS(D) totally changes this picture. It repairs often
the problems with the order of states, i.e. the noniterative doubles
corrections have the ability to correct the RPA or CIS energies
enough to resemble the order of the CCSDR(3) energies.
Furthermore they give much more homogeneous deviations from
CCSDR(3). The maximum and spread of deviations from the
CCSDR(3) results are now less than half of what is found for
RPA and CIS and approximately only twice as large as for CC2
or CCSD. Also the mean deviations are significantly smaller.
However, this is more pronounced for CIS(D) than for RPA(D),
because the changes due to the noniterative corrections are
smaller in CIS(D) than in RPA(D). Consequently the excitation
energies are always larger at the CIS(D) level than at the
RPA(D) level, Figure 7, and all but three RPA(D) results are
smaller than the CCSDR(3) results, Figures 2 and 4, whereas
the CIS(D) values are scattered around the reference values with
a preference for larger values, Figures 2 and 5. In the majority

TABLE 8: Deviations in Excitation Energies of the Calculated Valence ππ* Singlet Excited States with Respect to CCSDR(3)

RPA RPA(D) SOPPA SOPPA(CCSD) CIS CIS(D) CC2 CCSD MR-CISD

number of states 39 39 39 39 39 39 39 39 11
mean 0.40 -0.30 -0.55 -0.76 0.60 0.08 -0.07 0.13 0.44
std. dev. 0.55 0.19 0.17 0.22 0.51 0.19 0.10 0.08 0.26
abs. mean 0.51 0.31 0.55 0.76 0.63 0.17 0.11 0.13 0.44
maximum 1.72 -0.80 -0.87 -1.21 1.71 0.61 -0.22 0.32 0.90

TABLE 9: Deviations in Excitation Energies of the Calculated Rydberg ππ* and πσ* Singlet Excited States with Respect to
CCSDR(3)

RPA/CIS RPA(D) SOPPA SOPPA(CCSD) CIS(D) CC2 CCSD MR-CISD

number of states 76 76 76 76 76 76 76 21
mean -0.01 -0.32 -0.34 -0.46 -0.20 -0.22 0.00 0.13
std. dev. 0.11 0.06 0.04 0.05 0.10 0.06 0.02 0.13
abs. mean 0.09 0.32 0.34 0.46 0.20 0.22 0.02 0.14
maximum 0.35 -0.57 -0.41 -0.55 -0.51 -0.37 0.09 0.51
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of cases the CIS(D) results are thus closer to the CCSDR(3)
reference values as shown by the mean deviation in Table 8.
The spread of results, however, is similar, which implies that
the RPA(D) results are simply moved by about 0.3-0.4 eV to
lower energies as shown also in the correlation plot between
RPA(D) and CIS(D), Figure 7.

The iterative second-order methods usually reproduce the
spectrum qualitatively. However, even SOPPA, SOPPA(CCSD),
or CC2 are sometimes not able to reproduce the correct order
of states. This happens mainly in cases where the states are
very close lying in energy at the CCSDR(3) level.

The MP based iterative methods exhibit in general larger
deviations from the CCSDR(3) values than the CC based
methods and perform increasingly worse in the series RPA(D),
SOPPA, and SOPPA(CCSD). SOPPA and SOPPA(CCSD)
predict excitation energies, which are all lower than the

CCSDR(3) results (on average by 0.55 and 0.76 eV) with the
SOPPA(CCSD) energies being even smaller than the SOPPA
energies, Figure 6, combined with a larger span of deviations
0.22 eV. RPA(D), on the other hand, gives often larger excitation
energies than SOPPA, Figure 6, and thus results in better
agreement with the CCSDR(3) reference values. Overall,
RPA(D) exhibit the smaller mean deviation (-0.30 eV) but a
larger spread of deviations as indicated by the standard deviation,
0.19 eV, in Table 8 and the correlation plots in Figure 4.

Contrary to the MP based methods, we find for the CC-based
methods that the agreement with the CCSDR(3) reference results
is clearly improved on going from the noniterative method
CIS(D) to the iterative methods CC2 and CCSD as shown by
the absolute mean errors (0.17, 0.11, and 0.13) and standard
deviations in Table 8. Whereas CIS(D) and CC2 give results
which are scattered around the CCSDR(3) reference values, we

Figure 2. Histogram of the frequency of deviation (from CCSDR(3) in %) of the calculated RPA(D) (top left), SOPPA (top middle), SOPPA(CCSD)
(top right), CIS(D) (bottom left), CC2 (bottom middle), and CCSD (bottom right) valence ππ* singlet excited states.

Figure 3. MR-CISD versus CCSDR(3): histogram (left) of the frequency of deviation (in %) from CCSDR(3) and correlation plot (right) for
valence ππ* singlet excited states.
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observe that the CCSD excitation energies are always larger
than the CCSDR(3) values, Figures 2 and 5, which implies that
the noniterative triples correction to the valence states is
negative. In the previous studies by Thiel and co-workers,113,115

this was found to be the case for the majority of states studied
there. Comparing the CC2 and CCSD results we find also like
in the previous studies113,115 that for the majority, 25 of the 39
valence states, CC2 gives results closer to the CCSDR(3) results
than CCSD. On average the CC2 results are thus closer to the
CCSDR(3) results as shown by the lower (absolute) mean
deviations and have the smaller largest deviation, Table 8.
However, the deviations of the CC2 results are more spread
out as shown in Figures 2 and 5 and quantified by the larger
standard deviation in Table 8. It is thus not straightforward to
say whether the CC2 or CCSD results for the valence states
should be considered to be in better agreement with the
CCSDR(3) reference values in general.

The number of states calculated at the MR-CISD level is too
small for generally valid statements, but we can observe that
they are on average in better agreement with the reference values
than the bare CIS results but not necessarily than the CIS(D)
results, Figure 3.

Rydberg ππ* and πσ* Transitions. In the statistical
evaluation in Table 9 and the histograms and correlation plots
in Figures 8-12, we have only included the 76 states (21 in
the case of MR-CISD) which exhibit a dominant Rydberg
character. This implies that the 2B1g state of naphthalene was
excluded.

First of all one notices that all methods perform significantly
better and much more consistently in the calculation of Rydberg
transitions with partially smaller mean deviations, RPA/CIS,
SOPPA, SOPPA(CCSD), CCSD, and MR-CISD and a smaller
spread of deviations for all methods. Second RPA and CIS

Figure 4. Correlation plots for valence ππ* singlet excited states: RPA(D) (left), SOPPA (middle), and SOPPA(CCSD) (right) versus CCSDR(3).

Figure 5. Correlation plots for valence ππ* singlet excited states: CIS(D) (left), CC2 (middle), and CCSD (right) versus CCSDR(3).

Figure 6. Correlation plots for valence ππ* singlet excited states: RPA(D) (left) and SOPPA(CCSD) (right) versus SOPPA.
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produce essentially identical results for all Rydberg states quite
contrary to the valence states.

All three indicators, Table 9 and Figures 8 and 10, show that
the CCSD results essentially reproduce the CCDSR(3) results

for the whole set of 76 Ry states with deviations of less than
0.1 eV. The mean and absolute mean deviation are 0.02 eV or
less with a standard deviation of only 0.02 eV. For the Rydberg
transitions CCSD is thus clearly the best second-order method

Figure 7. Correlation plots for valence ππ* singlet excited states: CIS(D) versus RPA(D) (left) and CC2 versus SOPPA (right).

Figure 8. Histogram of the frequency of deviation (from CCSDR(3) in %) of the calculated RPA(D) (top left), SOPPA (top middle), SOPPA(CCSD)
(top right), CIS(D) (bottom left), CC2 (bottom middle) and CCSD (bottom right) Rydberg ππ* and πσ* singlet excited states.

Figure 9. Correlation plots for the Rydberg ππ* and πσ* singlet excited states: RPA(D) (left), SOPPA (middle), and SOPPA(CCSD) (right)
versus CCSDR(3).
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contrary to the valence states and the CCSD energies are rather
symmetrically distributed around the reference values.

Surprisingly, RPA and CIS reproduce the majority of the
CCSDR(3) excitation energies to the Ryberg states better than
all the other methods apart from CCSD. They lead to the second
smallest mean (absolute mean) deviation, -0.01 eV (0.09 eV),
from the reference results and more or less symmetric distribu-
tion around the CCSDR(3) values, Figure 11. However despite
this small mean deviation, these methods exhibit a larger spread
of deviations as shown in Figure 11 and documented by the
largest standard deviation of all methods, 0.11 eV.

Inclusion of electron correlation at the level of the noniterative
or iterative second order methods improves the consistency of
the results compared to RPA/CIS, as indicated by the falling
standard deviations, but also reduces the excitation energies
significantly, so that RPA(D), SOPPA, SOPPA(CCSD), CIS(D),

and CC2 underestimate all CCSDR(3) excitation energies to
the Rydberg states, Figures 8-10. This leads to a less favorable
agreement with CCSDR(3) as compared to RPA/CIS or CCSD.

SOPPA, e.g., predicts the Rydberg states on average 0.34 (
0.04 eV too low as compared to CCSDR(3), whereas RPA(D)
gives slightly larger values for the energies, Figure 13, as well
as for the standard deviation, i.e., an average error of -0.32 (
0.06 eV. This implies that RPA(D) performs again slightly better
but less consistently than SOPPA. SOPPA(CCSD), on the other
hand, gives even smaller excitation energies with an average
deviation of -0.46 ( 0.05 eV, Figure 13, and is thus also
slightly less consistent than SOPPA.

Similar to the MP based methods but contrary to the valence
states, we observe for the Rydberg states that CIS(D) [-0.20
( 0.10 eV] performs slightly better than CC2 [-0.22 ( 0.06

Figure 10. Correlation plots for the Rydberg ππ* and πσ* singlet excited states: CIS(D) (left), CC2 (middle), and CCSD (right) versus CCSDR(3).

Figure 11. RPA and CIS versus CCSDR(3): histogram (left) of the frequency of deviation (in %) from CCSDR(3) and correlation plot (right) for
Rydberg ππ* and πσ* singlet excited states.

Figure 12. MR-CISD versus CCSDR(3): histogram (left) of the frequency of deviation (in %) from CCSDR(3) and correlation plot (right) for
Rydberg ππ* and πσ* singlet excited states.
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eV] on average but is less consistent. Both methods are, however
significantly less accurate than CCSD for the Rydberg transitions.

In general, the MP based linear response methods RPA(D)
and SOPPA predict on average the excitation energies to be
about 0.12 eV lower than their CC based analogs, Figure 14,
but are slightly more consistent as shown by their smaller
standard deviations.

The MR-CISD results for the 21 Ry states studied, Figure
12, are again all larger than the reference CCSDR(3) values.
However, contrary to the valence states the agreement is much
better so that only CCSD and CIS/RPA exhibit smaller mean
deviations.

Summary

We have carried out a systematic comparison of several
second order methods for the calculation of vertical electronic
excitation energies in polycyclic aromatic hydrocarbons and
benchmarked them against the noniterative third order method
CCSDR(3). First of all we find that there seems to be a
fundamental difference between excitations to valence and to
Rydberg states, which leads to significant differences in the
performance of the methods for the two types of excitation
energies and that all methods perform in some way better for
the Rydberg states than for the valence states.

Our further findings we can summarize as follows:
• For the valence states CC2 reproduces on average the

CCSDR(3) results more closely than CCSD as was seen
previously by Thiel and co-workers.113,115 For the Rydberg
transitions, on the other hand, we observe, that CC2 performs
consistently worse than CCSD and on average even somewhat
worse than CIS(D).

• Comparing the Møller-Plesset perturbation theory based
linear response methods, RPA(D) and SOPPA, with their
coupled cluster based CC analogs, CIS(D) and CC2, we find
that the coupled cluster methods give in general higher excitation
energies and lead thus to a better agreement with the CCSDR(3)
reference. This is more pronounced for the valence states, but
can also be seen for the Rydberg transitions. The span of
deviations of the MP based methods and their CC analogs is
rather similar, so that one can say the results of the MP based
methods are essentially just moved to lower energies.

• RPA(D) leads to the smaller mean deviations from the
reference values than SOPPA but is less consistent. Nevertheless
one can say that RPA(D) performs on average better than
SOPPA for the states studied here. The results of SOP-
PA(CCSD) calculations, on the other hand, are always in worse
agreement with CCSDR(3) results than the SOPPA results. The
deviations of the SOPPA(CCSD) results follow the SOPPA
results with respect to which transitions are reproduced poorly.
This is not surprising in itself, but the CCSD amplitudes used
inSOPPA(CCSD)wereexpectedtoimproveontheMøller-Plesset
amplitudes used in SOPPA and thus on the excitation energies.
The latter is surely not the case for the PAH molecules.
SOPPA(CCSD) does-not improve the results of SOPPA, on the
contrary it is less consistent and gives even lower energies.

• Quite unexpected we observe finally that for the Rydberg
states RPA and CIS give essentially the same results and that
on average they reproduce the CCSDR(3) values better than
all second-order methods apart from CCSD.

However, one should keep in mind that we have only
investigated one particular type of organic chromophore, poly-
cyclic aromatic hydrocarbons. The conclusions of this study for
the valence states should therefore be tested on a more diverse

Figure 13. Correlation plots for Rydberg ππ* and πσ* singlet excited states: RPA(D) (left) and SOPPA(CCSD) (right) versus SOPPA.

Figure 14. Correlation plots for Rydberg ππ* and πσ* singlet excited states: CIS(D) versus RPA(D) (left) and CC2 versus SOPPA (right).
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set of chromophores as, e.g., the one recently suggested by Thiel
and co-workers.113-115
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(72) Paidarová, I.; Sauer, S. P. A. Calculations of Dipole and
Quadrupole Polarizability Radial Functions for LiH and HF: A Comparison
of Different Linear Response Methods. AdV. Quantum Chem. 2005, 48,
185–208.

(73) Packer, M. J.; Sauer, S. P. A.; Oddershede, J. Correlated dipole
oscillator sum rules. J. Chem. Phys. 1994, 100, 8969–8975.
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